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\textbf{A B S T R A C T}

Chewing side preference means a tendency to use one side to chew food more frequently than the other. Medical studies show that chewing side preference can result in lateral facial asymmetry, teeth abrasion, temporomandibular disorders, malocclusion, and stomach illness. To continuously detect chewing side preference and quantify its severity in daily life, several wearable sensor-based methods have been proposed in recent years. However, these methods are either intrusive or not fine-grained enough. In this paper, we propose a wearable motion sensor-based chewing side detection method. We observe that chewing activity generates mastication muscle bulge and skull vibration, which can be sensed by motion sensors worn on the mastication muscles. In addition, the muscle bulge and skull vibration of the chewing side are different from those of the non-chewing side. These observations motivate us to deploy motion sensors on the left and right temporalis muscles to detect chewing sides. We propose a heuristic-rules based method to exclude non-chewing data and segment each chew accurately. The relative difference series of the left and right sensors are then calculated to characterize the difference of muscle bulge and skull vibration between the chewing side and the non-chewing side. A two-class classifier is trained using long short-term memory (LSTM), an artificial recurrent neural network, to model the data samples and classify chewing sides. A real-world evaluation dataset of eight food types is collected from eight human subjects. The average detection accuracy reaches 84.8%. The highest detection accuracy for a single subject is up to 97.4%.

\section{1. Introduction}

Chewing side preference is an unhealthy dietary habit that is very common but often overlooked. A subject with chewing side preference demonstrates a tendency to chew food mainly on one side \cite{Tiwari2017}. This tendency causes lateral asymmetry of chewing force and occlusal contact area \cite{Martinez-Gomis2008}. Accordingly, it can lead to several diseases, such as lateral facial asymmetry \cite{Tiwari2017}, teeth abrasion \cite{Lamontagne2013}, temporomandibular disorders (TMD) \cite{Martinez-Gomis2008}, \cite{Santana-Mora2013}, malocclusion, and stomach illness \cite{AKJDental2017}. Clinical studies have demonstrated that the majority of people have a chewing side preference. Donnell et al. \cite{Donnell2004} examined 57 children aged 6-8 years old. The percentage with a chewing side preference varies “from 70% of the caries free group to 92% of the group with caries, pathology and pain” \cite{Donnell2004}. Tiwari et al. \cite{Tiwari2017} examined 76 healthy adults with a mean age of 20.8. They observed that 75 of these adults had a chewing side preference. However, more than half were not aware their habit of chewing side preference.
In order to detect chewing side preference and quantify its severity in a continuous and convenient way, several wearable sensor-based methods have been proposed in recent years. Chung et al. [Chung et al., 2017] embedded two load cells into hinges on both sides of a pair of glasses to recognize ingestive and facial behaviors, such as head movement, left chewing, right chewing, winking and talking. This method heavily relies on the sensitivity and deployment of the load cells. In addition, it is a coarse-grained method because each motion detection is based on a fixed-length window of 3 seconds instead of one chew. Lucena et al. [Lucena et al., 2018] attached two motion sensors to a subject’s jaw and forehead to sense the jaw movements and detect chewing sides. This method is obviously intrusive and thus not convenient to use in daily living.

One research problem is how to detect chewing sides accurately and less intrusively using wearable sensors. To solve this problem, we investigate mastication muscle bulge and skull vibration during chewing. We observe that: 1) chewing activity generates mastication muscle bulge and skull vibration. During chewing, the mastication muscles contract and relax rhythmically. When the mastication muscles contract, they bulge to some degree; when these muscles relax, they return to the original shape. In addition, food grinding and tooth friction during chewing cause skull vibration. 2) muscle bulge and skull vibration can be sensed by wearable motion sensors. When we deploy motion sensors on the mastication muscles, the muscle bulge and skull vibration cause translation and rotation movements of these sensors. 3) the muscle bulge and skull vibration of the chewing side are different from those of the non-chewing side. A subject normally exerts larger chewing force on the chewing side than that on the non-chewing side. Thus, the muscle bulge and skull vibration of the chewing side are relatively larger than those of the non-chewing side.

Based on the above observations, we propose to deploy motion sensors on the mastication muscles to sense muscle bulges and skull vibrations and differentiate chewing sides accordingly. There are three research challenges. The first challenge is how to segment each chew from the continuous eating data. To address this challenge, we propose a heuristic-rules based method to exclude non-chewing data and segment each chew accurately. The second challenge is how to characterize the difference of muscle bulge and skull vibration between the chewing side and the non-chewing side. To address this challenge, we propose to calculate the relative difference series of the left and right sensors to characterize the difference of muscle bulge and skull vibration between the chewing side and the non-chewing side. The third challenge is how to model and classify multi-dimensional data samples with unequal input lengths. To address this challenge, we utilize long short-term memory (LSTM), an artificial recurrent neural network, to model unequal-length data samples and classify chewing sides accordingly. To evaluate the performance of our proposed method, a real-world dataset of eight food types is collected from eight human subjects. The experimental results show that our proposed method is very promising.

The main contributions of this paper are as follows:

1. We propose to detect chewing sides through sensing muscle bulge and skull vibration with wearable motion sensors. To our best knowledge, this is the first effort in using wearable motion sensors to differentiate muscle bulge and skull vibration between the chewing side and the non-chewing side.
2. To accurately identify each chew and recognize its chewing side, we propose a heuristic-rules based method to exclude non-chewing data and segment each chew from continuous eating data. To characterize the difference of muscle bulge and skull vibration between the chewing side and the non-chewing side, we propose to calculate the relative difference series of the left and right sensors.
3. We evaluate the performance of our proposed method on a real-world dataset. Experimental results show that the average detection accuracy reaches 84.8%. The detection accuracy of a single human subject is up to 97.4%.

The remainder of this paper is organized as follows. Section 2 describes the system overview of our proposed method. Section 3 describes the motion sensor deployment. In Section 4 we describe the motion data collection and calibration. Section 5 describes the data segmentation and classification sample generation. In Section 6 we describe the chewing side classification with LSTM. Experiment and evaluation are presented in Section 7. Related work is introduced in Section 8 and Section 9 presents discussion. Finally, we draw our conclusion in Section 10.

2. System Overview

Fig. 1 shows the flowchart of our proposed chewing side detection method. Two motion-sensing devices are deployed on the left and right temporalis muscles. From each device, we collect both accelerometer data and gyroscope data simultaneously. The collected sensor data are first calibrated to eliminate the scaling and bias errors. Then, non-chewing data are excluded using a heuristic-rules based method. After segmenting the sensor data for each chew, we calculate the relative difference series of the left and right sensors to characterize the difference of muscle bulge and skull vibration between the chewing side and the non-chewing side. By combining the relative difference series with corresponding labels (i.e. left side and right side), we obtain the dataset that is utilized to train and test an LSTM classification model.

3. Motion Sensor Deployment

Accelerometer and gyroscope are the most suitable sensors for sensing muscle bulge and skull vibration. When a mastication muscle contracts, its muscle spindle becomes shorter and thicker [Wikipedia (2020)]. Accordingly, the muscle bulges to some degree, which causes the translation and rotation movements of the sensors. The larger the chewing force, the greater the translation and rotation. The translation movements result in velocity changes that are directly sensed by an accelerometer [Wikipedia (2020)]. The rotation movements result in changes of orientation and angular velocity that are directly sensed by a gyroscope [Wikipedia (2020)]. During chewing, the upper and lower teeth rub against each other to grind the food, which causes skull vibration. Skull vibration is a mechanical oscillation that is directly sensed by an accelerometer.

Temporalis is the most suitable muscle to deploy motion sensors. We humans have four mastication muscles: the masseter, the medial pterygoid, the lateral pterygoid, and the temporalis [Wikipedia (2020)]. The masseter, medial pterygoid, and lateral pterygoid are located in the face area and near the mouth cavity. This area is not suitable for deploying a sensor. As shown by the green colored muscle in Fig. 2, the temporalis...
is located at each side of the skull and in front of the ear. This observation motivates us to embed motion sensors into a headband and deploy the sensors on the temporalis muscles.

Deploying sensors on the anterior temporalis is appropriate to detect chewing sides. The temporalis is a fan-shaped muscle, which is divided into three parts: anterior fibers, mid fibers, and posterior fibers. The anterior fibers have a vertical orientation, mid fibers have an oblique orientation, and posterior fibers have more of a horizontal orientation. Contraction of the anterior fibers results in elevation of the mandible (closing the mouth); contraction of the posterior fibers results in retrusion of the mandible; and the mid fibers are responsible for both elevation and retraction of the mandible. As chewing activity mainly involves depression and elevation of the mandible, anterior temporalis muscles are suitable for sensing the muscle activity difference between the left side and right side and inferring chewing sides accordingly.

Considering the above observations, we deploy the left device at location A in Fig. 2, which is on the left anterior temporalis and near the boundary of the skull and the frontier of the left anterior temporalis. This location is similar to the EMG electrode location on the anterior temporalis in reference [1953]. Similarly, the right device is deployed at the symmetrical location on the right temporalis muscle.

When the anterior temporalis contracts and bulges, the motion sensors mainly rotate around the Z axis at location A. The blue arrows in Fig. 2 show the orientations of the Z axis of the left accelerometer and gyroscope at locations A, B, and C, which are on the anterior, mid, and posterior fibers, respectively. Fig. 3 shows the gyroscope readings of X, Y, and Z axes at these three locations. We see that the amplitudes of gyroscope readings at location A concentrate on Z axis. In addition, the amplitudes of gyroscope readings at location A are larger than those at locations B and C. This is because the anterior fibers are stronger than the mid and posterior fibers. The stronger the fibers, the larger the chewing force and muscle bulge, and the greater amplitudes of gyroscope readings.

4. Motion Data Collection and Calibration

In this section, we first introduce motion data collection using wearable devices. Then, we describe how to calibrate data to eliminate the scaling and bias errors.

![Flowchart of our proposed chewing side detection method](image-url)
4.1. Motion Data Collection

Two small-size wearable devices [Zhao et al., 2017] shown in Fig. 4 (a) are used to collect motion data. Each device contains a 3-axis accelerometer, a 3-axis gyroscope, and a 3-axis digital compass. We embed these two devices into a headband and deploy them on the left and right temporalis muscles, as shown in Fig. 4 (b). Fig. 4 (c) and (d) show the sensor orientations of the left and right devices from the subject’s perspective. The X axes point upward; the Y axis of the left device points backward, and the Y axis of the right device points forward; the Z axes are perpendicular to their corresponding X-Y planes and point inside of the skull.

Eight human subjects were recruited to collect motion sensor data. The subjects sit in front of a table and eat eight different types of food. The food is cut into pieces (if necessary) and served on a paper plate. The subjects eat the food one piece at a time using a spoon, folk, chopsticks, or hand. When a subject eats the served food, the sensors sample simultaneously at 100 Hz. Only the accelerometer and gyroscope data are used in our proposed detection method. The sampled data are transmitted to a mobile phone through Bluetooth Low Energy (BLE) in real-time. Then, the data are transferred to a PC for offline analysis.

4.2. Data Calibration

The motion sensor data may not be accurate because of the scaling and bias errors. To eliminate them, we calibrate the accelerometer data and the gyroscope data separately for each device.

Fig. 5 (a) shows an example of the raw accelerometer data of the X axis and Z axis. For the X axis, the raw sensor data are 10.97 and -8.66 when it points to the positive and negative directions, respectively. The accelerometer difference is 19.63, which is about 2g. The g is the gravitational acceleration, which is set to 9.8 m/sec^2. Although their scaling error is not obvious, the raw sensor data are clearly biased toward the positive direction. For the Z axis, the raw sensor data are 9.14 and -10.85 when it points to the positive and negative directions, respectively. The acceleration difference is 19.99, which is larger than 2g. The raw sensor data of the Z axis have not only the scaling error but also the bias error.

We calibrate accelerometer data of each axis in the following way [Wang et al., 2005]. First, we assume the raw sensor data of the X axis is \( m_X \) and the true acceleration output of the X axis is \( a_X \). They have the following linear relationship [Shimmer, 2017]:

\[
a_X = k_X \cdot m_X + b_X.
\]

(1)

where \( k_X \) is the scaling factor of the X axis. It scales the acceleration difference between the positive and negative directions to 2g. \( k_X \) is defined as

\[
k_X = \frac{2 \cdot g}{m^+_X - m^-_X},
\]

(2)

where \( m^+_X \) and \( m^-_X \) are the raw sensor data of the X axis when it points to the positive and negative directions, respectively. \( b_X \) is the bias of the X axis, and is defined as

\[
b_X = -\frac{k_X \cdot (m^+_X + m^-_X)}{2}.
\]

(3)

In the same way, the raw data of the Y and Z axes are calibrated. The calibrated accelerometer data of the X and Z axes in Fig. 5 (a) are shown in Fig. 5 (b). We see that these two errors are eliminated.

For the gyroscope data, the bias of each axis is measured and subtracted from the raw sensor data. The scaling error of each axis is very small. Thus, we ignore it for simplicity.

5. Data Segmentation & Classification Sample Generation

In this section, we first describe how to exclude biting data and swallowing data. Then, we present how to segment each chew. Finally, we describe how to generate one classification sample for each chew.
Fig. 5: Accelerometer data of the X axis and Z axis. (a) Before calibration; (b) After calibration

5.1. Biting Data Exclusion

Biting actions are normally accompanied by head motions. An eating cycle involves three actions: biting, chewing, and swallowing. Before a subject bites the food, he/she normally bows down his/her head to some degree to approach the food. After biting, he/she starts to chew the food during or after raising his/her head. The chewing process contains multiple continuous chews and is followed by swallowing. The above eating cycles repeat until the subject finishes all the food.

The Z axis of the left gyroscope is used to detect head motions and infer biting actions. Based on the sensor orientations shown in Fig. 4(c) and (d), when a subject bows down his/her head, the left device rotates around its Z axis in a clockwise direction, and the right device rotates around its Z axis in a counter-clockwise direction; when a subject raises his/her head, the left device rotates around its Z axis in a counter-clockwise direction, and the right device rotates around its Z axis in a clockwise direction. Therefore, the Z axis of either the left gyroscope or the right gyroscope can be utilized to detect head motions and infer biting actions accordingly. In our proposed method, we randomly select the Z axis of the left gyroscope.

We observe that the Z axis gyroscope data during biting have larger deviations than those during chewing. Biting actions are low-frequency activities. To eliminate the high-frequency noise, the Z axis gyroscope data are filtered using a moving average filter of span $s$. Here, $s$ is set to 31. Fig. 6(a) - (c) show the filtered Z axis gyroscope data when a subject eats five pieces of food using a spoon, chopsticks, and hand, respectively.

We see that when the subject bows down his/her head, the Z axis gyroscope data are negative and form a valley; when the subject raises his/her head, the Z axis gyroscope data are positive and form a peak. The standard deviations of these three data series are 8.7, 5.9, and 3.3, respectively. Fig. 6(d) shows the filtered Z axis gyroscope data when the subject chews food without head motion. The standard deviation is 0.6, which is much smaller than those in Fig. 6(a) - (c).

We exclude biting data through detecting the deviation of filtered Z axis gyroscope data. To exclude biting data, we first calculate the mean and standard deviation, i.e. $\mu$ and $\sigma$, of the filtered Z axis gyroscope data. Then, we set two thresholds, $\mu - \sigma$ and $\mu + \sigma$, as the lower bound and
upper bound of the chewing data. The sensor readings larger than the upper bound or smaller than the lower bound are considered as biting data and hence dropped. Excluding biting data may partition the data series into multiple segments. Each segment contains chewing data and swallowing data. A few segments may be incomplete because of noise or intense head motions. We set a length threshold, len, to drop the segments that are shorter than this threshold. Here, len is set to three seconds.

5.2. Swallowing Data Exclusion

The X axis of the left gyroscope is utilized to differentiate chewing data and swallowing data. As shown in Fig. 2 we deploy the left device at location A. When the temporalis muscle contracts and bulges, the device rotates around the X axis to some degree. The X axis gyroscope data are first filtered using a \( n \)-th order median filter, which eliminates outliers while preserving details of the data. Here, \( n \) is the length of the sliding window that the median is calculated from, and we set \( n \) to 15. Fig. 7 shows an example of the filtered X axis gyroscope data during chewing and swallowing. We see that: 1) the distances between two neighboring peaks of the chewing data are very regular, which show the periodic and rhythmic muscle contractions. Comparatively, the distances between two neighboring peaks of the swallowing data are irregular; 2) the amplitude of the chewing data is much larger than that of the swallowing data. The reason is that the temporalis muscles are not responsible for swallowing. Accordingly, the muscle bulge is not obvious during swallowing.

![Filtered X axis gyroscope data during chewing and swallowing](image)

We propose two heuristic rules to exclude swallowing data. The first heuristic rule is the distance between two neighboring peaks, i.e. \( D_{P2P} \) shown in Fig. 8(a), satisfies the following inequality for the chewing data:

\[
\frac{3}{4} \frac{R_s}{f_{MFC}} \leq D_{P2P} \leq \frac{3}{2} \frac{R_s}{f_{MFC}}
\]

where \( R_s \) is the sampling rate, and \( f_{MFC} \) means the chewing frequency. It is the frequency corresponding to the maximum frequency component (MFC) in the chewing frequency range. Here, the chewing frequency range is defined as \([0.5, 2.5]\) Hz Wang et al. (2018). \( R_s \) represents the cycle length of one chew. If the distance between two neighboring peaks is less than \( \frac{3}{4} \) cycle length or larger than \( \frac{3}{2} \) cycle length, the data between these two peaks are considered as swallowing data and dropped.

![Distance between peaks and amplitude difference](image)

The second heuristic rule is the amplitude differences between two neighboring peaks and the valley between them, i.e. \( D_{P1V} \) and \( D_{P2V} \) shown in Figure 8(b), satisfy the following two inequalities for the chewing data:

\[
\begin{align*}
D_{P1V} &\geq T_{PV} \\
D_{P2V} &\geq T_{PV}
\end{align*}
\]

where \( T_{PV} \) is the predefined minimum amplitude difference for the chewing data. If either one of these two inequalities is not satisfied, the data between these two neighboring peaks are considered as swallowing data and dropped.
5.3. Chew Segmentation

The X axis data of the left gyroscope is used to segment each chew. After excluding biting data, we conduct chew segmentation on the X axis gyroscope data using the above two heuristic rules. The steps of the proposed chew segmentation method are described as follows:

- **Step 1: Median filtering.** We use a 15th-order median filter to eliminate outliers in the X axis gyroscope data.
- **Step 2: Chewing frequency determination.** The Fourier transform is conducted on the filtered X axis gyroscope data to compute the single-sided amplitude spectrum [Mathworks, 2020b] (without direct current component). Then, the chewing frequency, \( f_{MFC} \), is obtained through locating the frequency corresponding to the MFC in the chewing frequency range.
- **Step 3: Zero-crossing point detection.** We scan the filtered X axis gyroscope data sequentially and find out all zero-crossing points.
- **Step 4: Peak/valley detection.** The maximum and minimum data points are detected between any two neighboring zero-crossing points. If the absolute value of the maximum data point is larger than that of the minimum data point, the maximum data point is selected as a peak; otherwise, the minimum data point is selected as a valley. If there are two neighboring peaks or valleys, the one with the larger absolute value is kept and the other is dropped.
- **Step 5: Data segmentation for each chew.** We scan all the peaks and valleys from beginning to end. If any two neighboring peaks and valleys between them satisfy the aforementioned two heuristic rules in inequalities [4] and [5], the data segment between these two peaks is considered as a chew.
- **Step 6: Segmentation of calibrated data traces.** Based on the segmentation locations of the X axis gyroscope data, all the calibrated data traces are segmented accordingly. We extract the calibrated data of all the left and right sensors for each chew, which are used to generate one classification sample.

5.4. Classification Sample Generation

Based on the extracted sensor data of each chew, we calculate the relative difference series of the left and right sensors to characterize the difference of muscle bulge and skull vibration between the chewing side and the non-chewing side. There are two relative difference series: accelerometer difference series and gyroscope difference series.

To calculate the accelerometer difference series, we first compose the \( i \)-th data points of three axes, \( a_{X_i}, a_{Y_i} \), and \( a_{Z_i} \), into one scalar acceleration \( a_i \) using the following equation:

\[
 a_i = \sqrt{(a_{X_i})^2 + (a_{Y_i})^2 + (a_{Z_i})^2},
\]

(6)

Here, \( i = 1, 2, ..., n \). \( n \) is the data length of one chew segment. The resulting scalar acceleration series is \( A = [a_1, a_2, ..., a_n] \). We calculate the scalar acceleration series for the left accelerometer and right accelerometer separately, which are expressed as \( A_{left} \) and \( A_{right} \). Because the left and right temporalis muscles are not identical, they may have different sizes, thicknesses, and strengths. Thus, their bulge degrees may be different, which causes different acceleration amplitudes. To eliminate the scaling effects between \( A_{left} \) and \( A_{right} \), we normalize them separately using the z-score algorithm [Mathworks, 2020c]. The z-score algorithm normalizes each scalar acceleration series so that all the data in this series have mean 0 and standard deviation 1 [Mathworks, 2020c]. The normalized scalar acceleration series are \( \hat{A}_{left} \) and \( \hat{A}_{right} \). Finally, the accelerometer difference series is calculated as \( D_{Accel} = \hat{A}_{left} - \hat{A}_{right} \).

For the gyroscopic data of each chew, we calculate the gyroscope difference series, \( D_{Gyro} = \hat{G}_{left} - \hat{G}_{right} \), using the same method above.

One classification sample is generated for each chew. We combine \( D_{Accel} \) and \( D_{Gyro} \) to form a two-dimensional data series. Through combining this data series with corresponding label (i.e. left side or right side), one classification sample is generated. All classification samples constitute a classification dataset, which is utilized to train and test a classification model.

6. Chewing Side Classification with LSTM

In this section, we first introduce the biomechanical evidence for chewing side classification. Then, we explain why we need a personalized classification model. Next, we describe why we use LSTM to train the classification model. Finally, we introduce the architecture and implementation of the LSTM model.

6.1. Biomechanical Evidence for Chewing Side Classification

Existing works provide strong evidence to support our proposed chewing side detection method. A clinical study [van der Bilt et al., 2008] demonstrates that the left and right temporalis muscles have significant activity difference during unilateral chewing. This study selects 81 healthy subjects (13 men and 68 women) with a natural dentition to investigate whether an asymmetric task will introduce asymmetry in the muscle activities of masseter and anterior temporal muscles. The results demonstrate that “The masseter muscles showed no difference in activity between the ipsilateral side and the contralateral side during unilateral chewing. In contrast, the activity of the anterior temporal muscle on the ipsilateral side was significantly higher than on the contralateral side” [van der Bilt et al., 2008]. This conclusion indicates that our proposed chewing side detection method is valid.
6.2. Why Personalized Classification Model?

A subject’s chewing patterns are consistent and can be accurately modeled. Clinical studies [Woda et al. (2006); Lassauzay et al. (2000)] demonstrated the stability of intra-individual masticatory parameters, such as EMG activity, chewing frequency, and the number of chews. Woda et al. concluded that “the lack of a significant difference for the same individual has been clearly shown by using well controlled food stimuli and strict inclusion criteria [Woda et al. (2006)].” The stability of intra-individual masticatory parameters indicates that a subject’s chewing patterns can be accurately modeled.

Chewing side detection requires a personalized classification model. Clinical studies also showed that the masticatory parameters vary a lot between individuals [Woda et al. (2006); Lassauzay et al. (2000)]. For example, Lassauzay et al. [Lassauzay et al. (2000)] recruited 15 male students between 21 and 25 years old to eat four food products and then measured their masticatory parameters. The results showed that the mean muscular work, which is calculated from the EMG data and characterizes the magnitude of the chewing force, varies from 0.57 mV.s to 1.58 mV.s, the chewing frequency varies from 1.19 Hz to 1.70 Hz, and the number of chews varies from 19 to 57. Therefore, we propose to train a personalized chewing side detection model for each subject.

6.3. Classification Algorithm Selection

LSTM is the most suitable classification model for our proposed method. To classify multi-dimensional time series, traditional classification models (decision tree, support vector machine, etc.) need to explicitly extract features from the time series data. However, the best features for chewing side detection are implicit and unknown. The feature extraction process may lose some useful information and impact the detection accuracy. Another option is using deep learning models, such as convolutional neural network (CNN) and LSTM, to automatically learn these implicit features from the time series data. CNN is suitable for spatial data with fixed-size inputs. Comparatively, LSTM is suitable for temporal data. An LSTM is a special type of recurrent neural network. It is capable of learning long-term dependencies between time steps of sequence data [Mathworks (2020d)]. In addition, it can handle arbitrary input lengths [Tutorialspoint (2020)]. The classification samples obtained in Section 5 are temporal data with unequal lengths. Therefore, we utilize LSTM to model the data and classify chewing sides accordingly.

6.4. Architecture and implementation of LSTM model

A simple LSTM model is utilized in our proposed method. The LSTM models can be roughly divided into two categories: simple LSTM models and deeper LSTM models [Mathworks (2020d)]. A simple LSTM model only contains one LSTM layer; a deeper LSTM model contains two or more LSTM layers. A deeper LSTM model has a higher learning and representation capability than a simple LSTM model. However, the more layers it has, the higher the computation and storage cost it requires. In addition, a deeper LSTM model is easier to overfit than a simple LSTM model. We choose a simple LSTM model in our proposed method. There are two reasons: 1) although our method is implemented as an offline system in this paper, its future implementation in a real-world application should be online and on-device. A simple LSTM model is suitable for the limited resources of wearable devices; 2) compared with a deeper LSTM model, a simple LSTM model has a higher generalization capability and thus is more robust in a real-world application.

Chewing side detection is formulated as a sequence classification problem. As shown in Fig. 9, we adopt a five-layer architecture introduced in the Matlab deep learning toolbox [Mathworks (2020d,c)]. 1) Sequence input layer: The sequence input layer inputs the classification samples to the LSTM layer; 2) LSTM layer: The LSTM layer learns long-term dependencies between time steps of the input data. It then outputs the last hidden state \( h_t \) [Sindhu et al. (2019)], a D-dimensional vector, to the next layer. Here, \( D \) is the number of hidden units, which is set to 20; 3) Fully connected layer: A fully connected layer follows the LSTM layer. It maps each output of the LSTM layer to a c-dimensional vector. This is done through multiplying \( h_t \) by a weight matrix and then adding a bias vector [Mathworks (2020c)]. Here, \( c \) is the output size of the fully connected layer, which is equal to the number of all possible classes. In our proposed method, \( c = 2 \). For a sequence classification problem, the fully connected layer must be followed by a softmax layer and then a classification layer [Mathworks (2020a)]. 4) Softmax layer: The softmax layer applies a softmax activation function to the output of the fully connected layer and generates a probability distribution over all possible classes; 5) Classification layer: Based on the probabilities obtained in the softmax layer, the classification layer computes the cross-entropy loss [Mathworks (2020a)] and then assigns a prediction label (i.e. left side or right side) for each classification sample.

![Fig. 9: Architecture of the five-layer LSTM model](Mathworks (2020d,c))

Mini-batch training is often used to speed up and optimize the process of stochastic gradient descent optimization during training a LSTM model. Mini-batch training splits the training dataset into multiple mini-batches. Each mini-batch is used to separately evaluate the gradient of the loss function and update the weights [Mathworks (2020b)]. The existing research results [Du (2018); Li et al. (2014)] have demonstrated that mini-batch training can not only improves the computational efficiency but also avoids dropping into local minima.

Mini-batch training requires the classification samples in each mini-batch to have the same length. To accommodate this requirement, a method named zero padding [Mathworks (2020c)] is often used. Zero padding method adds zeros to the samples so that all the samples in a mini-batch have the same length as the longest one. One question is that adding zeros introduces noise into the samples. The more zeros added, the more noise introduced. Fig. 10 shows the padding effect on 500 unsorted chewing side classification samples. The size of each mini-batch is set to 50, as indicated by the red lines in Fig. 10. We see that quite a few zeros are added to the samples in each mini-batch. To reduce the number of padded zeros, we sort the classification samples by length [Mathworks (2020c)] in ascending order before padding zeros. Fig. 11 shows the padding effect on the sorted classification samples. We see that the number of padded zeros are greatly reduced.
7. Experiment and Evaluation

In this section, we first describe the experimental setup. Then, we present the performances of chew segmentation and chewing side detection. Next, we analyze the impact of sensor location bias. Finally, we evaluate the accuracy of the proposed method for unknown food types.

7.1. Experimental Setup

With the approval from the institutional review board (IRB), eight healthy human subjects (five male users and three female users) were recruited in our user study. Their demographic information is shown in Table 1, including age, gender, weight, head circumference, dominant feeding hand, and whether they wear glasses or not during eating. The sensor deployment and data collection method are the same as those in Section 4. After initial deployment, the sensor locations may be slightly adjusted if the collected data are too noisy.

<table>
<thead>
<tr>
<th>User</th>
<th>Age</th>
<th>Gender</th>
<th>Weight (lbs)</th>
<th>Head cir. (cm)</th>
<th>Feeding hand</th>
<th>With glasses</th>
</tr>
</thead>
<tbody>
<tr>
<td>User 1</td>
<td>41</td>
<td>Male</td>
<td>200</td>
<td>58</td>
<td>Right</td>
<td>No</td>
</tr>
<tr>
<td>User 2</td>
<td>26</td>
<td>Female</td>
<td>116</td>
<td>53</td>
<td>Right</td>
<td>Yes</td>
</tr>
<tr>
<td>User 3</td>
<td>41</td>
<td>Female</td>
<td>128</td>
<td>56</td>
<td>Right</td>
<td>No</td>
</tr>
<tr>
<td>User 4</td>
<td>29</td>
<td>Male</td>
<td>150</td>
<td>58</td>
<td>Right</td>
<td>Yes</td>
</tr>
<tr>
<td>User 5</td>
<td>29</td>
<td>Male</td>
<td>150</td>
<td>60</td>
<td>Right</td>
<td>Yes</td>
</tr>
<tr>
<td>User 6</td>
<td>24</td>
<td>Female</td>
<td>100</td>
<td>58</td>
<td>Right</td>
<td>Yes</td>
</tr>
<tr>
<td>User 7</td>
<td>31</td>
<td>Male</td>
<td>174</td>
<td>58</td>
<td>Right</td>
<td>Yes</td>
</tr>
<tr>
<td>User 8</td>
<td>31</td>
<td>Male</td>
<td>160</td>
<td>58</td>
<td>Right</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Eight different food types are included in our user study. They are almond, cookie, green grape, bread, gummi bear, popcorn, dry pineapple tidbit, and pretzel stick. These food types have different food properties and are bought from the Food Lion Grocery Store. For each food type, we serve 10 pieces to each user, as shown in Fig. 12. The users eat one piece at a time. These eight foods are delivered and fed four different ways. The 1st and 2nd food types are fed with a spoon; the 3rd and 4th food types are fed with a fork; the 5th and 6th food types are fed with chopsticks, and the 7th and 8th food types are fed with a hand. Users 6 and 7 do not like eating gummi bear. They are allowed to skip it.

Fig. 10: Padding effect on unsorted samples

Fig. 11: Padding effect on sorted samples

Fig. 12: The food served to each user
The classification samples are labeled based on the corresponding chewing sides. For each food type, we ask the users to chew the first five pieces on the left side and the second five pieces on the right side. Accordingly, all the classification samples corresponding to the first five pieces are labeled as “left side”. All the classification samples corresponding to the second five pieces are labeled as “right side”. We do not consider the situation of chewing on both sides in our experiment, which will be discussed in Section 9.

To obtain the ground truth of the number of chews, we video-recorded the whole eating process using a PC-embedded camera. Then, we replay the videos slowly and manually count the number of chews by observing users’ jaw movements.

7.2. Performance of Chew Segmentation

The first question we would like to answer is how accurate the proposed chew segmentation method is. Table 2 shows the ground truth, the number of detected chews, and the chew segmentation accuracy for each user. Here, the chew segmentation accuracy is defined as the ratio of the number of detected chews to the ground truth. We see that the proposed method detects and segments chews accurately. The average accuracy of these eight users is 85.9%. The accuracy of user 2 is up to 94.4%.

<table>
<thead>
<tr>
<th>User</th>
<th>Ground truth</th>
<th># of detected chews</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>User 1</td>
<td>2897</td>
<td>2538</td>
<td>87.6%</td>
</tr>
<tr>
<td>User 2</td>
<td>2158</td>
<td>2037</td>
<td>94.4%</td>
</tr>
<tr>
<td>User 3</td>
<td>1967</td>
<td>1674</td>
<td>85.1%</td>
</tr>
<tr>
<td>User 4</td>
<td>2903</td>
<td>2519</td>
<td>86.8%</td>
</tr>
<tr>
<td>User 5</td>
<td>1430</td>
<td>1130</td>
<td>79.0%</td>
</tr>
<tr>
<td>User 6</td>
<td>2347</td>
<td>2140</td>
<td>91.2%</td>
</tr>
<tr>
<td>User 7</td>
<td>1293</td>
<td>1091</td>
<td>84.4%</td>
</tr>
<tr>
<td>User 8</td>
<td>1378</td>
<td>1084</td>
<td>78.7%</td>
</tr>
</tbody>
</table>

From Table 2, we also observe that the numbers of detected chews are smaller than the ground truths. This indicates that some chews are not detected. The reason may be that the temporalis muscle bulge in the late stage of chewing (i.e. right before swallowing) is much smaller than that in the early and middle stages. In the late stage of chewing, the food has already been chewed into very small particles. Thus, the chewing force in the late stage is smaller than that in the early and middle stages. A small chewing force results in a small temporalis muscle bulge. Accordingly, some chews do not satisfy the second heuristic rule in inequality (5) and hence are dropped.

7.3. Performance of Chewing Side Detection

The second question we would like to answer is how accurate the proposed chewing side detection method is. To answer this question, we conduct a five-fold cross validation test on the classification dataset of each user. The classification dataset is split into five mutually exclusive and exhaustive folds. Each time, one fold is selected as the testing dataset; the remaining four folds are combined together to form the training dataset. A classification model is trained on the training dataset and then tested with the testing dataset. The testing accuracies of these five folds are averaged. This average accuracy is taken as the accuracy of the five-fold cross validation test.

Our proposed method detects chewing sides accurately. Table 3 shows the accuracies of the five-fold cross validation test for these eight users. We see that the chewing sides are accurately classified. The average detection accuracy of these eight users reaches 84.8%. The detection accuracy of user 1 is up to 97.4%.

From Table 3, we also see that the detection accuracies of different users vary to some degree. The standard deviation of the detection accuracies is 7.8%. The difference between the highest accuracy and the lowest accuracy is 19.5%. According to our experience, this may be because the sensors are not deployed at the optimal locations for some users. We will investigate this problem in the following subsection.

<table>
<thead>
<tr>
<th>User</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>User 1</td>
<td>97.4</td>
</tr>
<tr>
<td>User 2</td>
<td>94.3</td>
</tr>
<tr>
<td>User 3</td>
<td>87.4</td>
</tr>
<tr>
<td>User 4</td>
<td>78.5</td>
</tr>
<tr>
<td>User 5</td>
<td>86.1</td>
</tr>
<tr>
<td>User 6</td>
<td>78.1</td>
</tr>
<tr>
<td>User 7</td>
<td>77.9</td>
</tr>
<tr>
<td>User 8</td>
<td>79.0</td>
</tr>
<tr>
<td>Avg±Std</td>
<td>84.8±7.8</td>
</tr>
</tbody>
</table>

Fig. 13 (a) shows the sum of classification confusion matrices of these eight users in the five-fold cross validation test. We see that both left side chews and right side chews are accurately classified. Of all the left side chews, 81.7% are correctly classified; of all the right side chews, 89.3% are correctly classified. From Fig. 13 (a) we also observe that more left side chews are misclassified than right side chews. More specifically, 1230 left side chews are misclassified as right side, and 801 right side chews are misclassified as left side. This indicates that the classification models are biased to right side a little bit. The reason may be that the classification datasets are not completely balanced. For the same type and amount of food, users chew on the right side slightly more than the left side. The right side has 7483 samples, and the left side has 6730 samples. Normally, “classification learning algorithms are biased towards the majority class and therefore there is a higher misclassification rate for the minority class instances”. 

Figure 13 (b) and (c) show the sum of the confusion matrices of male users and female users, respectively, in the five-fold cross validation test. We have the same observations as those from Fig. 13 (a). This indicates that our proposed method is valid for both male users and female users.
### 7.4. Impact of Sensor Location Bias

The third question we would like to answer is how much impact a sensor location bias has on the detection accuracy. To answer this question, we ask user 1 to collect data once again. The left device is deployed one centimeter backward from the location A in Fig. 2. Similarly, the right device is moved one centimeter backward.

The detection model is sensitive to sensor location bias. We train a classification model using the dataset collected at the previous location and test this model using the dataset collected at the biased location. The detection accuracy is 45.6%. Conversely, we train a classification model using the dataset collected at the biased location and test this model using the dataset collected at the previous location. The detection accuracy is 29.0%. The average detection accuracy of these two tests is 37.3%, which is 47.5% lower than the average detection accuracy of the five-fold cross validation test.

There are two potential reasons for the model sensitivity to the sensor location bias. The first reason is that the muscle bulges of different locations are very irregular. As we described in Section 3, the direction and strength of the muscle fibers are very irregular. Accordingly, muscle bulges of different locations vary a lot. When the sensor location is changed, the muscle bulge and the corresponding sensor data change accordingly. The second reason is that the sensor data collected at the biased location is too noisy. This is because the circuit board is a rigid body and covers an area of $26\text{mm} \times 25\text{mm}$ [Zhao et al., 2017]. The muscle bulge of any point in this area may introduce noise and affect the sensed data. This problem can be solved through detaching the small sensor module from the circuit board and only deploying sensors at the specified locations.

### 7.5. Leave-One-Food-Out Test

The fourth question we would like to answer is how generic a classification model is for unknown food types. To answer this question, we conduct a leave-one-food-out test on the classification dataset of each user. The leave-one-food-out test uses classification samples of all food types except one to train a classification model. Then, this model is tested using the classification samples of the excluded food type. This process repeats for all food types. The average of the testing accuracies is taken as the accuracy of the leave-one-food-out test.

Our proposed method is capable of detecting chewing sides accurately for unknown food types. In Fig. 14, we compare the accuracies of the leave-one-food-out test and the accuracies of the five-fold cross validation test. The average detection accuracy of the leave-one-food-out test is 81.4%, which is only 3.4% lower than the average detection accuracy of the five-fold cross validation test. This indicates that our proposed classification models can be generalized to unknown food types.

Fig. 14 also shows that, for all the users except user 4, the accuracies of the leave-one-food-out test are a little lower than those of the five-fold cross validation test. This is reasonable because the data of the testing food type are not included in the training dataset. For user 4, the accuracy of the leave-one-food-out test is only 1% higher than that of the five-fold cross validation test. This may be because we adopt the same parameters for all the users when training the classification models. These parameters are not optimal for the five-fold cross validation test of user 4.

Fig. 15 shows the sum of the confusion matrices of these eight users in the leave-one-food-out test. We observe that both left side chews and right side chews are accurately classified for unknown food types. 78.3% of the left side chews are correctly classified, and 87.1% of the right side chews are correctly classified. Similar to the five-fold cross validation test, there are more right side chews than the left side chews in the leave-one-food-out test. Accordingly, the classification models are slightly biased to the right side.
7.6. Comparison with Existing Wearable Sensor-Based Methods

For the detection accuracy, it is infeasible to compare our proposed method with existing wearable sensor-based methods using the same dataset because the sensor types and sensor deployment are different. Here, we present a short performance comparison between our method and other existing methods, as shown in the Table 4.

Chung et al.’s work (Chung et al., 2017) and our method have similar number of subjects and both accurately detect the chewing sides. However, their method is a coarse-grained method because each detection is based on a fixed-length window of 3 seconds instead of one chew. In addition, their method heavily relies on the sensitivity and deployment of the load cells, which are embedded in hinges on both sides of a pair of 3D-printed glasses. Moreover, the host devices (i.e., glasses) need to be customized to meet users’ different head circumferences and wearing habits. Lucena et al. (Lucena et al., 2018) did not directly report the final accuracy of chewing side detection. They indicated that “the results show no statistically significant difference between the proposed analysis and traditional clinical evaluation”. Although their method and our proposed method both use motion sensors (i.e., accelerometers and gyroscopes), their method requires to deploy sensors on the user’s jaw and forehead. This is obviously intrusive and not acceptable in daily living.

Table 4: Performance comparison of wearable sensor-based methods

<table>
<thead>
<tr>
<th>Sensor Host object</th>
<th>Subjects</th>
<th>Food types</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load cells 3D-printed glasses</td>
<td>10 subjects (7 males &amp; 3 females)</td>
<td>3 food types</td>
<td>With the F1 score of 89%</td>
</tr>
<tr>
<td>2 devices (each has 1 accel. &amp; 1 gyroscope) None (fixed device on jaw and the other to forehead)</td>
<td>60 subjects (30 males &amp; 30 females)</td>
<td>3 food types</td>
<td>Not directly reported</td>
</tr>
<tr>
<td>2 devices (each has 1 accel. &amp; 1 gyroscope) Headband</td>
<td>8 subjects (5 males &amp; 3 females)</td>
<td>8 food types</td>
<td>Average accuracy is 84.8%</td>
</tr>
</tbody>
</table>

8. Related Work

The existing methods of chewing side preference detection can be roughly divided into two categories: clinical methods and wearable sensor-based methods.

Clinical methods. The clinical methods (Flores-Orozco et al., 2015) take advantage of medical professionals’ observations or special diagnosis devices. Nissan et al. (Nissan et al., 2004) utilized direct visual observation to detect the chewing side preference. A piece of chewing gum was placed on the center of the dorsal aspect of the tongue. Then, the chewing side preference was determined by “observing the direction towards which the gum was moved by the tongue for the first cycle of mastication” (Nissan et al., 2004). Watari et al. (Watari et al., 2013) attached six landmarks on a subject’s face, including the left and right corners of the mouth, the superior and inferior labial tubercles, the pogonion, and the tip of the nose. The movements of these landmarks were captured by two CCD cameras during chewing. Then, the three-dimensional coordinates and trajectories of these landmarks were extracted to differentiate the movements between the working-side (i.e., the chewing side) and the balancing-side (i.e., the non-chewing side). Mizumori et al. (Mizumori et al., 2003) used a Sirognathograph Analyzing System to record the movement traces of the incisal point during chewing. Then, these traces were compared with the reference traces to determine the side of each chewing stroke. Based on the number of left side strokes and the number of right side strokes, an Asymmetry Index (AI) was calculated to quantitatively evaluate the masticatory laterality. The definition of AI is as follows (Mizumori et al., 2003):

$$ AI = \frac{\text{Number of right side strokes} - \text{number of left side strokes}}{\text{Number of right side strokes} + \text{number of left side strokes}} \times 100\% $$

(7)

Here, $AI = 0$ represents chewing equally on both sides; $AI = -100\%$ represents chewing only on the left side; $AI = 100\%$ represents chewing only on the right side. Yamasaki et al. (Yamasaki et al., 2015) proposed to detect chewing sides by measuring the electromyographic (EMG) activities of the bilateral masseter muscles. Based on the collected EMG data, a metric named “level of amplitude against the maximum voluntary contraction” was calculated for the left side and right side, respectively, for each chew. The side that has a larger metric value was considered as the actual chewing side. The above clinical methods require special diagnosis devices and/or the involvement of medical professionals, which are mainly available in clinical environments.

Wearable sensor-based methods. In order to detect chewing side preference continuously and conveniently in our daily living, several wearable sensor-based methods have been proposed in recent years. Wearable sensor-based methods embed sensors into various wearable devices to detect chewing sides. Chung et al. (Chung et al., 2017) embedded two load cells into hinges on both sides of a pair of glasses to recognize...
ingestive and facial behaviors, such as head movements, left chewing, right chewing, winking, and talking. The load cell measures the force amplified by the hinge. Similar to our proposed method, Chung et al.’s method takes advantage of the contraction and relaxation motions of the temporalis muscles. However, it senses the muscle motions indirectly using load cells embedded in the glasses. Our method senses the muscle bulge and skull vibration directly using motion sensors deployed on the temporalis muscles. Compared with our method, Chung et al.’s method heavily relies on the sensitivity and deployment of the load cells. In addition, it is a coarse-grained method because each motion detection is based on a fixed-length window of 3 seconds instead of one chew. Lucena et al. [Lucena et al. 2018] attached two motion sensors to a subject’s jaw and forehead to measure angle variations and detect chewing sides accordingly. However, attaching sensors on the jaw and forehead is obviously intrusive and not suitable for long-term wear. Zhang and Amft [Zhang & Amft 2017] embedded EMG electrodes into 3D-printed eyeglasses to detect eating and chewing activities. They indicated that “bilateral EMG measurement may serve to study chewing side variation”. However, they did not investigate this problem. The chewing side detection accuracy of this method is unknown. In addition, the EMG signal is easily affected by the hair.

9. Discussion

In our experiment, we only consider two cases: chewing on the left side and chewing on the right side. We are aware that sometimes a subject may chew on both sides. However, we do not consider this case in our user study. There are two reasons. First, according to the clinical studies, chewing on both sides happens much less frequently than chewing on the left or right side. For example, Gisel [Gisel 1988] investigated the oral side preferences of 103 children. Because “placement of food on the preferred side might facilitate chewing”, Gisel conducted this investigation through observing the initial placement of food by the tongue. The experimental results show that only 2.5% observations are placing food on both sides. Second, chewing on both sides normally happens in the late stage of chewing. At this stage, the food has been chewed into particles, which are distributed on both sides. As we indicated in Section 7, the chewing force in the late stage is much smaller than that in the early and middle stages. Accordingly, the chews in the late stage may not satisfy the second heuristic rule and hence are excluded.

Our proposed chewing side detection method can be generalized to different users with different ages and eating habits (chewing time, chewing speed, chewing force, etc.). There are two main reasons. First, our method is based on an observation that the left and right temporalis muscles have different chewing force during unilateral chewing, which cause different muscle bulge and skull vibration accordingly. This observation proved to be valid for users of different ages and genders in an existing study van der Bilt et al. [2008]. This study selects 81 healthy subjects, including 13 men (ages range from 22 to 62) and 68 women (ages range from 19 to 69). The results demonstrate that “the muscle activities of the right and left temporal muscles differed significantly during the unilateral clenching task: the ipsilateral side showed significantly more muscle activity.” Second, we build a personalized classification model for each user. Although the raw data of different users may vary a lot because of different eating habits, our proposed method is still valid as long as a user’s left and right temporalis muscles have different chewing force during unilateral chewing.

Training a personalized classification model for each user may raise some concerns about the computation cost. The computation cost of the classification model mainly contains two parts: 1) computation cost for model training, which is caused by training an LSTM classification model based on a user’s training samples; 2) computation cost for model testing, which is caused by classifying testing samples using the trained LSTM model. To directly compare the computation cost between model training and testing, here we do not consider the time cost for data segmentation and sample generation. We evaluate the computation cost of model training and model testing in the five-fold cross validation test in Section 7. This evaluation is done on a PC with an Intel Core i5 CPU (2.20 GHz) and 8 GB RAM. Experimental results show that the average time of eight users for training a personalized model is 18.3 seconds. Comparatively, the average time of eight users for classifying a testing sample is 3.5 × 10⁻⁴ seconds, which is much less than that of model training. A wearable device normally has a less powerful processor and smaller memory than a PC. For example, the wearable device used in our experiment utilizes a Cortex-M4 processor (64 MHz) and 64 KB RAM Nordic. Thus, it may take a few dozens of minutes to train a classification model on the wearable device. However, model training is a one-time effort for a specific user in our proposed method. Thus, it can be done offline on a PC or workstation. Then the trained model is imported to the wearable device for online classification.

In our user study, some types of food are cut into equal pieces for the convenience of food intake. We are aware that a user can bite food by mouth in real life and the food amount of each bite may vary to some degree. However, the size of food pieces and the food amount of each bite have little impact on the performance of our proposed chewing side detection method. This is because the detection is related to chewing instead of food intake.

The sensor deployment sites in our proposed method can be generalized to other subjects. We deploy motion sensors on the left and right anterior temporalis muscles to sense muscle bulge and skull vibration based on the observation in Fig. 3. This observation is supported by existing anatomical and clinical studies. Reference Korfage & van Eijden [1999] indicates that “during chewing and biting the anterior portions of the muscle are in general more intensively activated and they are capable of producing larger forces than the posterior portions.” Reference Alarcon et al. [2000] selects 30 normocclussive subjects (16 girls and 14 boys; mean age, 12 years 5 months) to measure their EMG activities of anterior temporalis and posterior temporalis during chewing. Experimental results show that the anterior temporalis is more active than the posterior temporalis on both the left side (38.87 µV versus 22.70 µV) and the right side (40.90 µV versus 22.90 µV). Similarly, the EMG activity measurements in reference Blanksma & Eijden [1995] also show that “The anterior part of the temporalis muscle demonstrated a significantly higher peak activity than the posterior part during licorice chewing and 75% of the gum-chewing tasks.” In addition, existing clinical studies MacDougall & Andrew [1953], Balkhi et al. [1993], da Silva Andrade et al. [2010] often deploy EMG electrodes at similar locations as our proposed method to sense unilateral chewing. For example, reference MacDougall & Andrew [1953] deploys three EMG electrodes on the anterior, mid, and posterior fibers of the temporalis, respectively, to investigate the bite force and muscle activity during maximum unilateral and bilateral clenching. Its EMG electrode location on the anterior fibers is the same as that in our proposed method. Based on the anatomical and clinical studies introduced above, we believe that the sensor deployment sites in our proposed method are common and can be generalized to other subjects.
Although the sensor deployment may vary a little bit for different users, it does not impact the validity of our proposed method. This is because we build a personalized classification model for each user. This classification model is valid as long as the sensor deployment locations of each specific user are consistent. We are also aware that our proposed method is a little sensitive to the sensor location bias for a specific user. A location matching algorithm is very helpful to guide the user to deploy sensors at the predefined locations. We will work on this algorithm in the future.

Our proposed method detects chewing sides using eating data. In a real-world application, an eating detection module is needed to distinguish eating activity from other daily activities, such as speaking, sitting, walking, and drinking. As the motion sensor-based eating detection [Wang et al. 2018] has been investigated comprehensively, it is easy to develop and integrate it into our proposed method.

10. Conclusion

Chewing side preference can result in some diseases, such as lateral facial asymmetry, teeth abrasion, temporomandibular disorders, malocclusion, and stomach illness. Existing wearable sensor-based methods are either intrusive or not fine-grained enough. In this paper, we propose a wearable motion sensor-based method to detect chewing sides accurately and less-intrusively. This is done through embedding motion sensors in a headband to sense temporalis muscle bulge and skull vibration. We utilize a heuristic-rules based method to exclude non-chewing data and segment each chew accurately. The relative difference series of the left and right sensors is then calculated to characterize the difference of muscle bulge and skull vibration between the chewing side and the non-chewing side. To model the data samples with unequal input lengths, LSTM is utilized to train a classifier and recognize chewing sides accordingly. Experiments are conducted with eight human subjects on eight food types. The results demonstrate that the proposed method accurately detects chewing sides. The average detection accuracy of these eight subjects reaches 84.8%. The detection accuracy of a single human subject is up to 97.4%.
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